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Empowering Agents with Causality



—— Dav id Hume,  1 748

”All reasonings concerning matter of 
fact seem to be founded on the relation 
of cause and effect. By means of that
relation alone we can go beyond the 
evidence of our memory and senses.“



Captain Robert Falcon Scott

Imagine you went back to a century ago and 
joined Captain Scott’s Antarctic expedition …
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Captain Robert Falcon Scott

”Consuming rotten 
meat causes scurvy“
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meat causes scurvy“
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Captain Robert Falcon Scott

”Consuming rotten 
meat causes scurvy“

Lack of Vitamin C 
causes scurvy
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The AI Scal ing Law

https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html

For more information, check 
“Pathways Language Model (PaLM): 
Scaling to 540 Billion Parameters for 
Breakthrough Performance”, 2022

The PaLM pretraining dataset consists of a high-quality corpus of 780 bi l l ion tokens. P7



What Can Go Wrong?

A failure case of ChatGPT: ChatGPT, one of the best AI-powered chatbots trained using 
Reinforcement Learning from Human Feedback (RLHF) to align with human values. P8
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“This idea that we're going to just scale up the current 
large language models and eventually human-level AI will 
emerge—I don’ t believe this at al l , not for one second.”

Yann Lecun
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”Much of this data-centric history still haunts us today. We live in an 
era that presumes Big Data to be the solution to all our problems. 
Courses in ‘data science’ are proliferating in our universities, and jobs 
for ‘data scientists’ are lucrative in the companies that participate in 
the ‘data economy.’ But I hope with this book to convince you that 
data are profoundly dumb. “Judea Pearl

“This idea that we're going to just scale up the current 
large language models and eventually human-level AI will 
emerge—I don’ t believe this at al l , not for one second.”

Yann Lecun

P11



”Much of this data-centric history still haunts us today. We live in an 
era that presumes Big Data to be the solution to all our problems. 
Courses in ‘data science’ are proliferating in our universities, and jobs 
for ‘data scientists’ are lucrative in the companies that participate in 
the ‘data economy.’ But I hope with this book to convince you that 
data are profoundly dumb. “

” One of the big debates these days is: What are the elements 
of higher-level cognition? Causality is one element of it .“

Yoshua Bengio

Judea Pearl

“This idea that we're going to just scale up the current 
large language models and eventually human-level AI will 
emerge—I don’ t believe this at al l , not for one second.”

Yann Lecun
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Goals of This Tutor ial

1. What is causal reinforcement learning and how is it different than 

traditional reinforcement learning?
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1. What is causal reinforcement learning and how is it different than 

traditional reinforcement learning?

2. Different perspectives in the causal reinforcement learning literature.

3. Main results and techniques.
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Correlat ion vs.  Causat ion

There is a strong correlation between rotten meat and 
scurvy in historical data, but eating rotten meat does 
not cause scurvy. The lack of vitamin C does.
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Judea Pearl

“ The Book of Why” ,  2018

👀👀

💪💪

🧠🧠

Ladder of Causat ion
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Structural Causal Model (SCM)

Definition. An SCM is represented by a quadruple (V, U , F, P (U)), where

• V = {V1, V2, · · · , Vm} is a set of endogenous variables that are of interest in a research problem,

• U = {U1, U2, · · · , Un} is a set of exogenous variables that represent the source of stochasticity in 
the model and are determined by external factors that are generally unobservable,

• F  = {f1, f2, · · · , fm} is a set of structural equations that assign values to each of the variables in V
such that f i maps PA(Vi) ∪ Ui to Vi, where PA(Vi) ⊆ V\Vi and Ui ⊆ U,

• P (U) is the joint probability distribution of the exogenous variables in U.

U1 ╨ U2 ╨ · · · ╨ Un

P21



Structural Causal Model (SCM)

An example of SCM with structural equations 
F = 𝑓𝑓𝑋𝑋,𝑓𝑓𝑍𝑍 , 𝑓𝑓𝑌𝑌

Structural Equations

𝑓𝑓𝑍𝑍:

𝑓𝑓𝑌𝑌:

𝑋𝑋: food consumption,
𝑍𝑍: intake of vitamin C,
𝑌𝑌: occurrence of scurvy

𝑓𝑓𝑋𝑋:

𝑍𝑍𝑍𝑍
𝑍𝑍
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Causal Graph

𝑋𝑋 𝑌𝑌𝑍𝑍

Causal Graph
An example of SCM with structural equations 

F = 𝑓𝑓𝑋𝑋,𝑓𝑓𝑍𝑍 , 𝑓𝑓𝑌𝑌

𝑓𝑓𝑍𝑍:

𝑓𝑓𝑌𝑌:

𝑓𝑓𝑋𝑋:
Mediator

𝑍𝑍𝑍𝑍
𝑍𝑍
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food 
consumption

intake of 
vitamin C

occurrence of 
scurvy

𝑋𝑋: food consumption,
𝑍𝑍: intake of vitamin C,
𝑌𝑌: occurrence of scurvy



Observat ions vs.  Intervent ions

Observations

Passively observe people with 
different food consumption.

P26



Observat ions vs.  Intervent ions

Observations

Q: What does consuming citrus fruits tell 
me about the possibility of getting scurvy?
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Observat ions vs.  Intervent ions

InterventionsObservations

Q: What does consuming citrus fruits tell 
me about the possibility of getting scurvy?

Actively force all sailors to 
consume fresh citrus fruits.

P28



Observat ions vs.  Intervent ions

InterventionsObservations

Q: What does consuming citrus fruits tell 
me about the possibility of getting scurvy?

Q: What if all sailors consume fresh citrus 
fruits, will they get scurvy?

P29



Intervent ions

Interventions

Q: What if all sailors consume fresh citrus 
fruits, will they get scurvy?

𝑓𝑓𝑍𝑍:

𝑓𝑓𝑌𝑌:

𝑓𝑓𝑋𝑋:

𝑋𝑋 𝑌𝑌𝑍𝑍

New Causal Graph

New SCM

𝑍𝑍𝑍𝑍
𝑍𝑍
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Stat ist ical vs.  Causal Model

For more information, check 
”Towards Causal Representation 
Learning“, 2021

Causal models are inherently more 
powerful than statistical model!

Difference between statistical (left) and causal models (right) on a given set of 
three variables. While a statistical model specifies a single probability distribution, 
a causal model represents a set of distributions, one for each possible 
intervention (indicated with a    in the figure) P31



Counter factuals

Observations

Passively observe people who 
consume rotten meat can also 

get scurvy.

Factual World

P32



Counter factuals

CounterfactualsObservations

Passively observe people who 
consume rotten meat can also 

get scurvy.

Imagine people who would have 
consumed rotten meat choosing to 
consume fresh citrus fruits instead.

Counterfactual 
World

P33



Counter factuals

Counterfactuals

Q: Considering that they consumed rotten meat in 
reality, would sailors have been protected from 

scurvy if they had consumed enough citrus fruit?

Observations

Passively observe people who 
consume rotten meat can also 

get scurvy.

Counterfactual 
World

P34



𝑋𝑋1 𝑋𝑋6

𝑋𝑋3

𝑋𝑋2 𝑋𝑋5

𝑋𝑋4

Non-Causal vs.  Causal Factor izat ion

For more information, check 
”Towards Causal Representation 
Learning“, 2021

𝑃𝑃 𝑿𝑿 = �
𝑖𝑖=1

𝑁𝑁

𝑃𝑃 𝑋𝑋𝑖𝑖 𝑋𝑋1, … ,𝑋𝑋𝑖𝑖−1

= 𝑃𝑃 𝑋𝑋1 � 𝑃𝑃 𝑋𝑋2 𝑋𝑋1 � 𝑃𝑃 𝑋𝑋3 𝑋𝑋1,𝑋𝑋2 � 𝑃𝑃 𝑋𝑋4 𝑋𝑋1,𝑋𝑋2,𝑋𝑋3
� 𝑃𝑃 𝑋𝑋5 𝑋𝑋1,𝑋𝑋2,𝑋𝑋3,𝑋𝑋4 � 𝑃𝑃 𝑋𝑋6 𝑋𝑋1,𝑋𝑋2,𝑋𝑋3,𝑋𝑋4,𝑋𝑋5

Non-Causal Factor ization
e.g. ,

P35
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Causal factorization yields practical computational advantages during inference. P37
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Independent Causal Mechanism

For more information, check 
”Towards Causal Representation 
Learning“, 2021

Independent Causal Mechanisms (ICM) Principle. 
The causal generative process of a system’s variables 
is composed of autonomous modules that do not inform 
or influence each other. In the probabilistic case, this 
means that the conditional distribution of each variable 
given its causes (i.e., its mechanism) does not inform 
or influence the other mechanisms.

Applied to the causal factorization, this principle tells us that the factors should be 
independent in the sense that
(a) changing (or performing an intervention upon) one mechanism 𝑃𝑃 𝑋𝑋𝑖𝑖 PA 𝑋𝑋𝑖𝑖

does not change any of the other mechanisms 𝑃𝑃 𝑋𝑋𝑗𝑗 PA 𝑋𝑋𝑗𝑗 𝑖𝑖 ≠ 𝑗𝑗 .

(b) Knowing some other mechanisms 𝑃𝑃 𝑋𝑋𝑗𝑗 PA 𝑋𝑋𝑗𝑗 𝑖𝑖 ≠ 𝑗𝑗 does not give us 
information about a mechanism 𝑃𝑃 𝑋𝑋𝑖𝑖 PA 𝑋𝑋𝑖𝑖 . P39



● Pearl's Ladder of Causation is a conceptual framework that categorizes levels of causal 

relationships, spanning from association, intervention, and counterfactuals.

● Structural Causal Model (SCM) provides a powerful framework for representing and analyzing 

causal relationships, offering a systematic approach to climb the Ladder of Causation.

● Interventions refer to actively manipulating a variable. Each intervention defines a new joint 

distribution but a statistical model can only captures one of them.

● Counterfactuals allow us to envision the outcomes of different decisions through the lens of 

imagination and retrospection.

● Causal Factorization decompose a joint distribution into independent causal mechanisms, 

yielding practical computational advantages and is robust to variations.

Summary (so far )
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Reinforcement Learning (RL)

Initial 
Observation

Agent Environment
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Receive an initial observation



Reinforcement Learning (RL)
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Action

Agent Environment

Make a decision



Reinforcement Learning (RL)
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New Observation
& Reward

Agent Environment

Receive and learning from feedback



Reinforcement Learning (RL)

The agent-environment feedback loop
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Agent Environment

Action



Markov Decision Process (MDP)
Definition (Markov decision process). An MDP ℳ is specified by a tuple {𝒮𝒮 , 𝒜𝒜, 𝑃𝑃,𝑅𝑅, µ0, 𝛾𝛾}, where

• 𝒮𝒮denotes the state space and 𝒜𝒜 denotes the action space,

• 𝑃𝑃 : 𝒮𝒮×𝒜𝒜×𝒮𝒮 → [0, 1] is the transition probability function that yields the probability of transitioning 
into the next states 𝑠𝑠𝑡𝑡+1 after taking an action 𝑎𝑎𝑡𝑡 at the current state 𝑠𝑠𝑡𝑡,

• 𝑅𝑅 : 𝒮𝒮×𝒜𝒜 → R is the reward function that assigns the immediate reward for taking an action 𝑎𝑎𝑡𝑡 at 
state 𝑠𝑠𝑡𝑡,

• µ0: 𝒮𝒮→ [0, 1] is the probability distribution that specifies the generation of the initial state, and

• 𝛾𝛾 ∈ [0, 1] denotes the discount factor that accounts for how much future events lose their value as 
time passes.

RL aims to maximize the expected cumulative reward rather than the immediate one.

𝐺𝐺𝑡𝑡 = 𝑅𝑅𝑡𝑡 + 𝛾𝛾𝑅𝑅𝑡𝑡+1 + … + 𝛾𝛾𝑇𝑇 𝑅𝑅𝑡𝑡+𝑇𝑇 𝑅𝑅𝑡𝑡 P50



Markov Decision Process (MDP)
Definition (Markov decision process). An MDP ℳ is specified by a tuple {𝒮𝒮 , 𝒜𝒜, 𝑃𝑃,𝑅𝑅, µ0, 𝛾𝛾}

RL aims to maximize the expected cumulative reward rather than the immediate one.

In essence, we want the agent to maximize

E 𝐺𝐺𝑡𝑡 | 𝑆𝑆𝑡𝑡, do 𝐴𝐴𝑡𝑡 = 𝑎𝑎𝑡𝑡 ,

the expected cumulative reward across a sequence of interventions.

P51



Markov Decision Process (MDP)
Definition (Markov decision process). An MDP ℳ is specified by a tuple {𝒮𝒮 , 𝒜𝒜, 𝑃𝑃,𝑅𝑅, µ0, 𝛾𝛾}

We can always cast an MDP into an SCM without imposing 
any extra constraints. 

• The state, action, and reward at each step correspond to 
endogenous variables.

• The state transition and reward functions are casted into 
structural equations ℱ in the SCM, represented by 
deterministic functions with independent exogenous variables.

𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡+1

𝐴𝐴t 𝑅𝑅𝑡𝑡+1

Causal Graph
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Pol icy

Definition (Policy). A policy is defined as the probability distribution of actions 
at a give state:

𝜋𝜋 𝐴𝐴𝑡𝑡 = 𝑎𝑎 𝑆𝑆𝑡𝑡 = 𝑠𝑠 ,∀ 𝑆𝑆𝑡𝑡 ∈ 𝒮𝒮,

where 𝐴𝐴𝑡𝑡 ∈ 𝒜𝒜 𝑠𝑠 is the state specific action space.
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Pol icy

Definition (Policy). A policy is defined as the probability distribution of actions 
at a give state:

𝜋𝜋 𝐴𝐴𝑡𝑡 = 𝑎𝑎 𝑆𝑆𝑡𝑡 = 𝑠𝑠 ,∀ 𝑆𝑆𝑡𝑡 ∈ 𝒮𝒮,

where 𝐴𝐴𝑡𝑡 ∈ 𝒜𝒜 𝑠𝑠 is the state specific action space.

𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡+1

𝐴𝐴t 𝑅𝑅𝑡𝑡+1

A policy 𝜋𝜋 performs a soft intervention that 
preserves the dependency of the action on the state
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Categor izing RL Methods

Observation
& Reward

Action

Agent AgentEnvironment EnvironmentBuffer

Offline Reinforcement LearningOnline Reinforcement Learning
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Categor izing RL Methods

Observation
& Reward

Action

Agent AgentEnvironment EnvironmentBuffer

Offline Reinforcement LearningOnline Reinforcement Learning

The agent can actively intervene in the environment. The agent can only passively observe the outcomes.
P56



Categor izing RL Methods

Observation
& Reward

Action

Agent AgentEnvironment EnvironmentBuffer

Offline Reinforcement LearningOnline Reinforcement Learning

The agent can actively intervene in the environment. The agent can only passively observe the outcomes.

Counterfactual World

Q: Considering that they consumed rotten meat in 
reality, would sailors have been protected from 

scurvy if they had consumed enough citrus fruit?

P57



Categor izing RL Methods

Model-free methods involve learning 
optimal policies or value functions 
directly from interaction with the 
environment without explicitly 
building a model of the 
environment's dynamics.

Model-based methods, on the other 
hand, revolve around creating and 
utilizing an explicit model of the 
environment to simulate and plan 
ahead for making informed 
decisions in reinforcement learning 
scenarios.
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Categor izing RL Methods

Model-based methods, on the other 
hand, revolve around creating and 
utilizing an explicit model of the 
environment to simulate and plan 
ahead for making informed 
decisions in reinforcement learning 
scenarios.

The ability to learn “world models” — internal 
models of how the world works — may be 
the key to build human-level AI.

Yann Lecun
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Categor izing RL Methods

Model-based methods, on the other 
hand, revolve around creating and 
utilizing an explicit model of the 
environment to simulate and plan 
ahead for making informed 
decisions in reinforcement learning 
scenarios.

The ability to learn “world models” — internal 
models of how the world works — may be 
the key to build human-level AI.

Yann Lecun

Q: How to construct an internal causal model 
that describes the causal relationships 
between variables (concepts) governing the 
data generation process in our world?
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Causal Reinforcement Learning
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Causal Reinforcement Learning

Definition (Causal Reinforcement Learning). Causal RL is an umbrella term for RL approaches that 
incorporate additional assumptions or prior knowledge to analyze and understand the causal mechanisms 
underlying actions and their consequences, enabling agents to make more informed and effective decisions.
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Causal Reinforcement Learning

Definition (Causal Reinforcement Learning). Causal RL is an umbrella term for RL approaches that 
incorporate additional assumptions or prior knowledge to analyze and understand the causal mechanisms 
underlying actions and their consequences, enabling agents to make more informed and effective decisions.

Traditional RL methods focus on 
learning the optimal policies 
through interactions with the 
environment, without explicitly 
considering the causal 
relationships between actions 
and outcomes.

Causal RL, in contrast, go beyond 
the traditional framework by 
incorporating additional assumptions 
or prior knowledge about causality, 
empowering agents with a deeper 
understanding of the underlying 
dynamics of the world.
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Causal Reinforcement Learning

Definition (Causal Reinforcement Learning). Causal RL is an umbrella term for RL approaches that 
incorporate additional assumptions or prior knowledge to analyze and understand the causal mechanisms 
underlying actions and their consequences, enabling agents to make more informed and effective decisions.

Causal RL, in contrast, go beyond 
the traditional framework by 
incorporating additional assumptions 
or prior knowledge about causality, 
empowering agents with a deeper 
understanding of the underlying 
dynamics of the world.

P64

Go beyond the evidence 
of memory and senses!



● Reinforcement Learning (RL) focuses on sequential decision-making problems, where an 

agent intervenes in an environment with the goal of maximizing cumulative rewards.

● A Markov Decision Process (MDP) describes the dynamics of the environment during 

interaction, and it can also be represented as an SCM.

● A policy guides an agent's decision-making by mapping states to appropriate actions. 

● RL methods can be categorized in various ways, such as online vs. offline and model-free vs. 

model-based methods.

● Causal RL aims to integrate assumptions or knowledge regarding the underlying causal 

relationships within the data to inform decision-making.

Summary
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interaction, and it can also be represented as an SCM.

● A policy guides an agent's decision-making by mapping states to appropriate actions. 
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● Reinforcement Learning (RL) focuses on sequential decision-making problems, where an 

agent intervenes in an environment with the goal of maximizing cumulative rewards.

● A Markov Decision Process (MDP) describes the dynamics of the environment during 

interaction, and it can also be represented as an SCM.

● A policy guides an agent's decision-making by mapping states to appropriate actions. 

● RL methods can be categorized in various ways, such as online vs. offline and model-free vs. 

model-based methods.

● Causal RL aims to integrate assumptions or knowledge regarding the underlying causal 

relationships within the data to inform decision-making.

Summary
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● Reinforcement Learning (RL) focuses on sequential decision-making problems, where an 

agent intervenes in an environment with the goal of maximizing cumulative rewards.

● A Markov Decision Process (MDP) describes the dynamics of the environment during 

interaction, and it can also be represented as an SCM.

● A policy guides an agent's decision-making by mapping states to appropriate actions. 

● RL methods can be categorized in various ways, such as online vs. offline and model-free vs. 

model-based methods.

● Causal RL aims to integrate assumptions or knowledge regarding the underlying causal 

relationships within the data to inform decision-making.

Summary
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● Reinforcement Learning (RL) focuses on sequential decision-making problems, where an 

agent intervenes in an environment with the goal of maximizing cumulative rewards.

● A Markov Decision Process (MDP) describes the dynamics of the environment during 

interaction, and it can also be represented as an SCM.

● A policy guides an agent's decision-making by mapping states to appropriate actions. 

● RL methods can be categorized in various ways, such as online vs. offline and model-free vs. 

model-based methods.

● Causal RL aims to integrate assumptions or prior knowledge about the underlying causal 

relationships within the data to enhance decision-making.

Summary
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Causal RL

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

P72



Causal RL

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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Sample Efficiency

AlphaGo

3 × 107games of self-play

AlphaStar

2 × 102 years of self-play

OpenAI Rubik’s Cube

104 years of simulation
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AlphaGo

3 × 107games of self-play

AlphaStar

2 × 102 years of self-play

OpenAI Rubik’s Cube

104 years of simulation
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Sample Efficiency

AlphaGo

3 × 107games of self-play

AlphaStar

2 × 102 years of self-play

OpenAI Rubik’s Cube

104 years of simulation

How can exploration be made more efficient? 

Is all unexplored area in the state space equally important?

What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?

How can agents be equipped with introspective capabilities? 

Can agents effectively learn from imaginative experiences?

RQ1

RQ2

RQ3
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Directed Explorat ion

How can exploration be made more efficient? 

Is all unexplored area in the state space equally important?

RQ1
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Directed Explorat ion

For more information, check 
“Causal Influence Detection 
for Improving Efficiency in 
Reinforcement Learning”, 
NeurIPS 2021

How can exploration be made more efficient? 

Is all unexplored area in the state space equally important?
RQ1

Causal Graph
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Directed Explorat ion

For more information, check 
“Causal Influence Detection 
for Improving Efficiency in 
Reinforcement Learning”, 
NeurIPS 2021

How can exploration be made more efficient? 

Is all unexplored area in the state space equally important?
RQ1

How to infer the influence the action has in a specific state configuration 𝑆𝑆 = 𝑠𝑠?

Causal Graph
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Directed Explorat ion

For more information, check 
“Causal Influence Detection 
for Improving Efficiency in 
Reinforcement Learning”, 
NeurIPS 2021

How can exploration be made more efficient? 

Is all unexplored area in the state space equally important?
RQ1

How to infer the influence the action has in a specific state configuration 𝑆𝑆 = 𝑠𝑠?
Conditional Action Influence (CAI)

𝐶𝐶𝑗𝑗 𝑠𝑠 ≔ 𝐼𝐼 𝑆𝑆𝑗𝑗′;𝐴𝐴 𝑆𝑆 = 𝑠𝑠 = E𝑎𝑎~𝜋𝜋 DKL 𝑃𝑃𝑆𝑆𝑗𝑗′|𝑠𝑠,𝑎𝑎 �𝑃𝑃𝑆𝑆𝑗𝑗′|𝑠𝑠

Causal Graph
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Directed Explorat ion

For more information, check 
“Causal Influence Detection 
for Improving Efficiency in 
Reinforcement Learning”, 
NeurIPS 2021

How can exploration be made more efficient? 

Is all unexplored area in the state space equally important?
RQ1

Visualizing CAI

• Causal influence as intrinsic motivation

• Greedy w.r.t action influence

• Causal influence as replay priority

Causal Graph
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Directed Explorat ion

For more information, check 
“Causal Influence Detection 
for Improving Efficiency in 
Reinforcement Learning”, 
NeurIPS 2021

How can exploration be made more efficient? 

Is all unexplored area in the state space equally important?
RQ1

• Causal influence as intrinsic motivation

• Greedy w.r.t action influence

• Causal influence as replay priority

Causal Graph
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Causal RL

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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Causal Representat ion

What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?

RQ2
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Causal Representat ion
What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?
RQ2

For more information, check 
“Causal Curiosity: RL Agents 
Discovering Self-supervised 
Experiments for
Causal Representation 
Learning”, ICML 2021

𝑡𝑡
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Causal Representat ion
What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?
RQ2

For more information, check 
“Causal Curiosity: RL Agents 
Discovering Self-supervised 
Experiments for
Causal Representation 
Learning”, ICML 2021

How to empower agents to discover 
semantically meaningful experimental 
behaviors rather than maximizing 
reward for a particular task?

𝑡𝑡

Causal Factor1: Shape

Causal Factor2: Mass

Causal Factor3: Size

P86



Causal Representat ion
What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?
RQ2

For more information, check 
“Causal Curiosity: RL Agents 
Discovering Self-supervised 
Experiments for
Causal Representation 
Learning”, ICML 2021

How to empower agents to discover 
semantically meaningful experimental 
behaviors rather than maximizing 
reward for a particular task?
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Causal Representat ion
What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?
RQ2

For more information, check 
“Causal Curiosity: RL Agents 
Discovering Self-supervised 
Experiments for
Causal Representation 
Learning”, ICML 2021

How to empower agents to discover 
semantically meaningful experimental 
behaviors rather than maximizing 
reward for a particular task?

Independent Causal Mechanism

The information in an observed 
trajectory is the sum of information 
“injected” into it from the multiple 
causes

The information content will be 
greater for a larger number of 
causal parents in the graph.

ICM
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Causal Representat ion
What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?
RQ2

For more information, check 
“Causal Curiosity: RL Agents 
Discovering Self-supervised 
Experiments for
Causal Representation 
Learning”, ICML 2021

How to empower agents to discover 
semantically meaningful experimental 
behaviors rather than maximizing 
reward for a particular task?

One-Factor-at-A-Time

We want to search for one causal 
factor at a time.

Find an action sequence for which 
the number of causal parents of is 
low, i.e., the complexity of O.

Independent Causal Mechanism

ICM
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Causal Representat ion
What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?
RQ2

For more information, check 
“Causal Curiosity: RL Agents 
Discovering Self-supervised 
Experiments for
Causal Representation 
Learning”, ICML 2021

How to empower agents to discover 
semantically meaningful experimental 
behaviors rather than maximizing 
reward for a particular task?

Minimizing the complexity Maximizing the causal cur iosity

𝑎𝑎0:𝑇𝑇
∗ = argmin

𝑎𝑎0:𝑇𝑇
𝐿𝐿 𝑂𝑂 𝑀𝑀 𝑎𝑎0:𝑇𝑇

∗ = argmax
𝑎𝑎0:𝑇𝑇

−𝐿𝐿 𝑂𝑂 𝑀𝑀

ICM
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Causal Representat ion
What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?
RQ2

For more information, check 
“Causal Curiosity: RL Agents 
Discovering Self-supervised 
Experiments for
Causal Representation 
Learning”, ICML 2021

How to empower agents to discover 
semantically meaningful experimental 
behaviors rather than maximizing 
reward for a particular task?

Minimizing the complexity Maximizing the causal cur iosity

𝑎𝑎0:𝑇𝑇
∗ = argmin

𝑎𝑎0:𝑇𝑇
𝐿𝐿 𝑂𝑂 𝑀𝑀 𝑎𝑎0:𝑇𝑇

∗ = argmax
𝑎𝑎0:𝑇𝑇

−𝐿𝐿 𝑂𝑂 𝑀𝑀

Assume M is a bimodal 
clustering model.

ICM
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Causal Representat ion
What are the causal variables that govern the environmental dynamics? 

Can we accelerate the learning process utilizing these factors?
RQ2

For more information, check 
“Causal Curiosity: RL Agents 
Discovering Self-supervised 
Experiments for
Causal Representation 
Learning”, ICML 2021

How to empower agents to discover 
semantically meaningful experimental 
behaviors rather than maximizing 
reward for a particular task?

The behaviors discovered by the agents while optimizing 
causal curiosity show high zero-shot Generalization 
Ability and converge to the same performance as 
conventional planners for downstream tasks.

ICM
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Causal RL

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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Counter factual Reasoning

How can agents be equipped with introspective capabilities? 

Can agents effectively learn from imaginative experiences?

RQ3
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Counter factual Reasoning
How can agents be equipped with introspective capabilities? 

Can agents effectively learn from imaginative experiences?
RQ3

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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Counter factual Reasoning SCM

For more information, check 
“Woulda, Coulda, Shoulda: 
Counterfactually-Guided 
Policy Search”, ICLR 2019

How can agents be equipped with introspective capabilities? 

Can agents effectively learn from imaginative experiences?
RQ3

Counterfactually-Guided Policy 
Search (CF-GPS) outperforms a 
naive model-based RL (MB-PS) 
algorithm as well as model-free 
methods
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Causal RL

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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General izat ion Abi l i ty
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Reinforcement Learning 
never worked, and “deep” 

only helped a bit.

General izat ion Abi l i ty
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Reinforcement Learning 
never worked, and “deep” 

only helped a bit.
The reproducibility crisis
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Reinforcement Learning 
never worked, and “deep” 

only helped a bit.
The reproducibility crisis

What does general ization mean for agents? 

How can agents achieve rel iable general ization despite unknown var iations?

What knowledge can be transferred? 

How can algor ithms be designed to faci l itate efficient adaptation?

RQ1

RQ2

General izat ion Abi l i ty
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?

RQ1

General izat ion Abi l i ty
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

For more information, check 
“A Survey of Generalisation
in Deep Reinforcement 
Learning”, 2021General izat ion Abi l i ty
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

For more information, check 
“A Survey of Generalisation
in Deep Reinforcement 
Learning”, 2021General izat ion Abi l i ty
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

The reproducibility crisis
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡+1

𝐴𝐴t 𝑅𝑅𝑡𝑡+1

𝐶𝐶

Each intervention defines a new MDP but a non-causal 
model can only captures one of them.

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

General izat ion Abi l i ty

P107



What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

The reproducibility crisis
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡+1

𝐴𝐴t 𝑅𝑅𝑡𝑡+1

𝑁𝑁

Each intervention defines a new MDP but a non-causal 
model can only captures one of them.

Different noises, e.g., black-out perturbation.

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

General izat ion Abi l i ty
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

The reproducibility crisis
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡+1

𝐴𝐴t 𝑅𝑅𝑡𝑡+1

𝐺𝐺

Each intervention defines a new MDP but a non-causal 
model can only captures one of them.

Different goals, e.g., target locations.

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

General izat ion Abi l i ty
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

The reproducibility crisis
𝑆𝑆𝑡𝑡 𝑆𝑆𝑡𝑡+1

𝐴𝐴t 𝑅𝑅𝑡𝑡+1

𝑃𝑃

Each intervention defines a new MDP but a non-causal 
model can only captures one of them.

Different physical properties, e.g., mass.

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

General izat ion Abi l i ty
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

For more information, check 
“A Relational Intervention Approach 
for Unsupervised Dynamics 
Generalization in Model-Based 
Reinforcement Learning”, ICLR 2022General izat ion
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

For more information, check 
“A Relational Intervention Approach 
for Unsupervised Dynamics 
Generalization in Model-Based 
Reinforcement Learning”, ICLR 2022General izat ion

How can the extraction of contextual 
variable 𝑍𝑍 from past transition 
segments be improved to ensure that 
𝑍𝑍 maintains its crucial property of being 
similar in the same environment and 
dissimilar in different ones for effective 
model generalization?
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For more information, check 
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

For more information, check 
“A Relational Intervention Approach 
for Unsupervised Dynamics 
Generalization in Model-Based 
Reinforcement Learning”, ICLR 2022General izat ion

How can the extraction of contextual 
variable 𝑍𝑍 from past transition 
segments be improved to ensure that 
𝑍𝑍 maintains its crucial property of being 
similar in the same environment and 
dissimilar in different ones for effective 
model generalization?
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

For more information, check 
“A Relational Intervention Approach 
for Unsupervised Dynamics 
Generalization in Model-Based 
Reinforcement Learning”, ICLR 2022General izat ion

How can the extraction of contextual 
variable 𝑍𝑍 from past transition 
segments be improved to ensure that 
𝑍𝑍 maintains its crucial property of being 
similar in the same environment and 
dissimilar in different ones for effective 
model generalization?
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What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

For more information, check 
“A Relational Intervention Approach 
for Unsupervised Dynamics 
Generalization in Model-Based 
Reinforcement Learning”, ICLR 2022General izat ion

How can the extraction of contextual 
variable 𝑍𝑍 from past transition 
segments be improved to ensure that 
𝑍𝑍 maintains its crucial property of being 
similar in the same environment and 
dissimilar in different ones for effective 
model generalization?

Estimating trajectory invariant information 
is insufficient because the estimated �̂�𝑍s in 
the same environment will also be pushed 
away, which may undermine the cluster 
compactness for estimated �̂�𝑍s. P116



What does generalization mean for agents? 

How can agents achieve reliable generalization despite unknown variations?
RQ1

For more information, check 
“A Relational Intervention Approach 
for Unsupervised Dynamics 
Generalization in Model-Based 
Reinforcement Learning”, ICLR 2022General izat ion

How can the extraction of contextual 
variable 𝑍𝑍 from past transition 
segments be improved to ensure that 
𝑍𝑍 maintains its crucial property of being 
similar in the same environment and 
dissimilar in different ones for effective 
model generalization?

The estimated �̂�𝑍s in the same environment should have similar causal effect on 𝑆𝑆𝑡𝑡+1.

similarity

The causal effects induced by 
the same context are similar.
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Causal RL

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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What knowledge can be transferred? 

How can algorithms be designed to facilitate efficient adaptation?

RQ2

Knowledge Transfer
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What knowledge can be transferred? 

How can algorithms be designed to facilitate efficient adaptation?
RQ2

Knowledge Transfer

For more information, check 
“AdaRL: What, Where, And 
How to Adapt in Transfer 
Reinforcement Learning”, 
ICLR 2022

P121



What knowledge can be transferred? 

How can algorithms be designed to facilitate efficient adaptation?
RQ2

Knowledge Transfer

For more information, check 
“AdaRL: What, Where, And 
How to Adapt in Transfer 
Reinforcement Learning”, 
ICLR 2022

How to adapt reliably and 
efficiently to changes 
across domains with a few 
samples from the target 
domain, even in partially 
observable environments?
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How can algorithms be designed to facilitate efficient adaptation?
RQ2

Knowledge Transfer

For more information, check 
“AdaRL: What, Where, And 
How to Adapt in Transfer 
Reinforcement Learning”, 
ICLR 2022
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across domains with a few 
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domain, even in partially 
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What knowledge can be transferred? 

How can algorithms be designed to facilitate efficient adaptation?
RQ2

Knowledge Transfer

For more information, check 
“AdaRL: What, Where, And 
How to Adapt in Transfer 
Reinforcement Learning”, 
ICLR 2022

How to adapt reliably and 
efficiently to changes 
across domains with a few 
samples from the target 
domain, even in partially 
observable environments?

Introduce a low-dimensional vector 𝜃𝜃𝑘𝑘 to 
characterize the domain-specific information 
in a compact way.

Sparse Mechanisms Shift
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What knowledge can be transferred? 

How can algorithms be designed to facilitate efficient adaptation?
RQ2

Knowledge Transfer

For more information, check 
“AdaRL: What, Where, And 
How to Adapt in Transfer 
Reinforcement Learning”, 
ICLR 2022

How to adapt reliably and 
efficiently to changes 
across domains with a few 
samples from the target 
domain, even in partially 
observable environments?

Shared across different domains.

Sparse Mechanisms Shift
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What knowledge can be transferred? 

How can algorithms be designed to facilitate efficient adaptation?
RQ2

Knowledge Transfer

For more information, check 
“AdaRL: What, Where, And 
How to Adapt in Transfer 
Reinforcement Learning”, 
ICLR 2022

How to adapt reliably and 
efficiently to changes 
across domains with a few 
samples from the target 
domain, even in partially 
observable environments?

All we need to update in the target 
domain is the low-dimensional 𝜃𝜃𝑘𝑘 .

Sparse Mechanisms Shift
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What knowledge can be transferred? 

How can algorithms be designed to facilitate efficient adaptation?
RQ2

Knowledge Transfer

For more information, check 
“AdaRL: What, Where, And 
How to Adapt in Transfer 
Reinforcement Learning”, 
ICLR 2022

How to adapt reliably and 
efficiently to changes 
across domains with a few 
samples from the target 
domain, even in partially 
observable environments?

Sparse Mechanisms Shift
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Causal RL

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

P128



Part 1
Introduction

Causality

Reinforcement Learning

Causal Reinforcement Learning

Par t 2 

Tutor ial  Out l ine

Sample Efficiency

Generalization

Spurious Correlation

Beyond Return



Spur ious Correlat ion

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

Figure 8: Causal graph illustrating the two types of spurious correlations, with examples from real-world 
applications.

Correlation does not imply causation.
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Figure 8: Causal graph illustrating the two types of spurious correlations, with examples from real-world 
applications.

Spur ious Correlat ion

People are biased. 

Data is biased, in part because people are biased. 

Algorithms trained on biased data are biased.

Judea Pearl

Yann Lecun

“Data are profoundly dumb.”
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Figure 8: Causal graph illustrating the two types of spurious correlations, with examples from real-world 
applications.

Spur ious Correlat ion

People are biased. 

Data is biased, in part because people are biased. 

Algorithms trained on biased data are biased.

Judea Pearl

Yann Lecun

“Data are profoundly dumb.”

What types of spurious correlation exist in reinforcement learning?

How to eliminate or mitigate spurious correlations?
RQ
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Spur ious Correlat ion
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What types of spurious correlation exist in reinforcement learning?
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Spur ious Correlat ion
What types of spurious correlation exist in reinforcement learning?RQ

For more information, check 
“Causal Confusion in 
Imitation Learning”, NeurIPS 
2019

Causal Graph
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Spur ious Correlat ion

For more information, check 
“Spurious Correlation 
Reduction for Offline 
Reinforcement Learning”, 
2021

Credit: NeurIPS 2020 Tutorial - Offline Reinforcement Learning: 
From Algorithms to Practical Challenges

Causal Graph
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Causal RL

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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Beyond Return

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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For more information, check 
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For more information, check 
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Learning: A Survey”, 2023

P141



Beyond Return

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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Beyond Return

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

Explainability - the ability to understand and interpret the decisions of an agent.

Fairness - agents should strive to genuinely benefit humans and promote social good, 
avoiding any form of discrimination or harm towards specific individuals or groups. 

Safety – agents should not prioritize higher returns over safety.
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1 .  Enhancing Sample Efficiency through Causal Reinforcement Learning

👉👉 Explore the areas that agents can causally influence the environment.

👉👉 Extract the causal factors to simplify the learning problem.

👉👉 Generate counterfactual rollouts for data augmentation.

2. Advancing General ization Abil ity and Knowledge Transfer through Causal Reinforcement Learning

👉👉 Different interventions induce different MDPs and causal model can capture such variations.

👉👉 Transfer the domain-invariant information and only adapt the changed causal mechanisms.

3. Addressing Spurious Correlations through Causal Reinforcement Learning

👉👉 Identify the factors that exhibit spurious correlations and address them with causal reasoning.

4. Consideration Beyond Return

👉👉 Explanability, Fairness, Safety, …

Takeaway
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1 .  Causal Learning in Reinforcement Learning

👉👉 Causal representation learning, causal discovery, causal dynamics learning, ...

2.  Causality-aware Multitask, Meta, and Lifelong Reinforcement Learning

👉👉Organize knowledge using causal structures.

3. Human-in-the-loop Learning and Reinforcement Learning from Human Feedback

4. Theoretical Advances in Causal Reinforcement Learning

👉👉 Identifiability, convergence, suboptimality, …

5. Benchmarking Causal Reinforcement Learning

👉👉 How to design a reliable benchmark for causal RL methods? What metrics should be considered?

6. Real-world Causal Reinforcement Learning

👉👉 Applications, e.g., robotics, self-driving, healthcare, finance, …

Open Problems
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Causal RL Survey

For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023
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For more information, check 
“Causal Reinforcement 
Learning: A Survey”, 2023

https://arxiv.org/abs/2307.01452 P148



Q & A

Zhihong Deng
Zhi-Hong.Deng@student.uts.edu.au

Thank you!


